

Operations on Matrices

1. Addition of Matrices :- Let us consider two matrices A =[aij]m x n  and B = [bij]m x n  such that 
                       a11      a12         a13                                 b11       b12         b13
       A =                                                   and    B =                                            both are of   
                      a21       a22         a23                                 b21       b22        b23       2 x 3 order

                                                     a11 + b11      a12 + b12      a13 + b13

                                                     a21 + b21      a22 + b22      a13 + b13          

In general . If  A =[aij]m x n  and B = [bij]m x n  are two matrices . Then the sum of two matrices A and  B is defined as  a matrix C = [ cij]m x n  . 

2. Multiplication of Matrices :-  The product of  two matrices A and B is defined only when :
           The number of columns of A = The number of rows of B .
Let A = [aij] be an m x n order matrix, and B = [bij] be an n x p order matrix. Then the product of the matrices A and B is the matrix C of order m x p . 
To get the ( i, k)th element of the matrix C, we take the ith row of A and kth column of B, multiply them elementwise and take the sum of all these products. 
                         1           -1             2                               2             7
Example : Let  C =        0            3             4               D =         -1             1           we have to . 
                                                                                                      5            -4.          find product CD
    
Sol.     The product of Matrices C and D is given by
                    1              -1           2          2               7 		       
 CD =           0               3           4         -1               1    
                                                                   5              -4     

Step 1 : Multiply all elements of first row of C by all  elements of first column of D and then add them. This will we  be the entry in first row first column of CD.
Step 2: Multiply second  row of C by first column  of D and then add. This will be the entry in second row first column of the matrix CD. 
Step 3: Now multiply first row of C by second  column of D and add. This will be the entry in first row second column of the matrix  CD.  
Step 4. Multiply second row of C by second column of D and add. This will be the entry in second row and second column of  the matrix CD. 
These are the steps to be followed to get the product matrix of CD. And finaly we get the matrix of order 2 x 2 .
Therefor form the above example we get 

         CD =                13                 -2
                                 17                -13 

**Note :  Multiplication of two matrices is always be Row by Column. 
· If we fix the column of second matrix (let say D) and multiply it by all the rows of first matrix (let say C) then we get the entries or elements of the columns of the product matrix.                         

· If we fix the row of first matrix (say C ) and multiply it by all the columns of second  matrix (say D ), then we get the entries or elements of the row of the  product matrix. 
     
Transpose of a Matrix :- If A = [aij] be a m x n order matrix, then the matrix obtained by interchanging the rows and columns of the given matrix A is called the “Transpose of Matrix A” . And it is denoted by  A’ (or AT ).
In other words If   A = [aij]m x n ,  then A’ = [aji ]n x m    
     /                       4              -6                                       4          -8                2
Ex.    A =            -8               10            then   A’ =       -6          10               12                                                      
                            2               12                                                                      
We can see  that order of A is 3 x 2 then order of A’ is 2 x 3
Properties of transpose of the Matrices:  For any matrices A and B of suitable orders, we have the following properties of transpose of matrices : 
1) (A’)’ = A 
2) (A + B)’ = A’ + B’ 
3) (A B)’ = B’ A’  
4) (kB)’ = k B’, where k is any constant. 
5) 
Symmetric and Skew Symmetric  Matrices
Symmetric  Matrix :- A square  A = [aij]  is said to be symmetric matrix  , if A’ = A, that 
Is  [aij] = [aji] for all possible values of i and j. 
                            2          -1            3         
Ex. A =                -1          4           5                 is a symmetric matrix as A’ = A 
                             3           5          -6            


Skew Symmetric Matrix :- A square matrix  A = [aij] is said to be skew symmetric matrix , if  
A’ =  -A , that is  aij = -aji for all possible values of i and j. 
**Note :    For skew symmetric matrix we have aij = -aji . Now if we put i = j , then we have 
                aii = -aii . => 2aii = 0 or aii = 0 for all i’s. 
               So we can say that all the diagonal elements of a Skew Symmetric Matrix are zero.  
    
Theorem  1:  For any square matrix A with real number elements, A + A’  is a symmetric  matrix   and  A – A’ is a skew symmetric matrix. 
Proof :  Let 	B = A + A’ 
		=> B’ = ( A + A’)’
		          = A’ + (A’)’ 		(as (A + B)’ = A’ + B’ )
		          = A’ + A 			(as (A’)’ = A )
		         = B 
Therefore B = A + A’ is a symmetric matrix. 
Now Let 	C = A – A’ 
· C ‘ = (A – A’)’ = A’ – (A’)’ 
· C’ = A’ – A  = -(A – A’)’ 
· C’ = -C 
Therefore C = A – A’ is a skew symmetric matrix. 	

Theorem 2 :  Any square matrix can be expressed as the sum of a symmetric and a skew symmetric matrix.
Proof:  Let A be a square matrix, then we can write 
 (
A = 
 
)	

As we know that (A + A’) is a symmetric matrix 
·   is also a symmetric matrix 	........(1)	[ (kA)’ = k A’ ]
Also we know that (A – A’) is a skew symmetric matrix 
· is also a skew symmetric matrix ..........(2)
Therefore from (1) and (2) we can say that
Any square matrix can be expressed as a sum of symmetric and skew symmetric matrix. 

**Note :  To express any square matrix as a sum of Symmetric and Skew Symmetric  matrix, we have to use the formula mentioned above. 
 Elementary Operations (Transformations) of  Matrix :-  There are six operations (transformations) on a matrix, three are due to rows and three are due to columns, which are known as elementary operations or transformations.  These operations are used in finding the inverse of a matrix. 
(i) The interchange of  any two rows or two columns :  It means that we can interchange any two rows or columns. Which is denoted by R1 <---> R2  or C1 <---> C2   . 

(ii) The multiplication of a row or column by a non- zero number:  It means that we can multiply each element of a row column by a non zero number . Which is denoted by     R1---> kR1  Or C1---->kC1. 


(iii) The addition of the elements of a row or column with the corresponding elements of any other row or column multiplied by a non zero number:  It means that we can add each element of a row or column with corresponding element of any other row or column multiplied by a non zero number. Which is denoted by R1 ---> R1 + k R2 or C1---> C1 + k C2.

Invertible Matrices :- if A is a square matrix of order n and if there exists another square matrix B of same order n , such that A.B = B.A = I, then B is called the’ inverse of Matrix A’  which is denoted by A-1 .

** Note : To find the inverse of a given square matrix we write A = IA. And then apply elementary operations on A of the L.H.S to make it I (identity matrix )  and also on I of the R.H.S. Then finally I on R.H.S becomes a new square matrix, which is the inverse of matrix A i.e A-1. 
Theorem : If A and B are invertible matrices of the same order then  (AB)-1 = B-1. A-1 . This is the property of invertible matrices .  




